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Abstract

Applications of artificial intelligence (AI) in finance have been met with concerns

about algorithmic bias, following issues observed in domains such as medical treat-

ment and lending. We ask whether AI models accurately capture investment pref-

erences across demographics. We elicit investment preferences from over 1,200 sur-

vey participants and compare the data directly to investment ratings generated by

OpenAI’s ChatGPT (GPT4). We find that ChatGPT predicts investment preferences

with high accuracy across demographics. Specifically, ChatGPT correctly predicts that

women rate stocks lower than men, older individuals prefer holding cash, and higher

incomes are associated with higher ratings for stocks and bonds. Moreover, free-form

responses from ChatGPT focus on the same aspects as human free-form responses.

Most common themes in both responses are “risk" and “return," and "knowledge" and

"experience" play an important role for stock market participation. One difference is

that ChatGPT responses are almost always transitive, whereas human responses are

more prone to violating transitivity, especially when expressing indifference. Overall,

the use of AI in finance offers a promising direction for augmenting human surveys

in preference elicitation, with important applications for areas such as robo-advsing.
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1 Introduction

The financial services industry is becoming increasingly automated, with robo-advising

(automated investment advice) increasing more than tenfold in the past decade. So far,

this has broadly been considered a positive trend. Whereas traditional wealth manage-

ment was restricted to the richest customers, robo-advising has increased access and ben-

efitted a wider range of investors by improving their diversification, reducing portfolio

risk, and mitigating behavioral biases such as trend chasing and home bias (D’Acunto,

Prabhala and Rossi, 2019; Reher and Sokolinski, 2024; Rossi and Utkus, 2021). Recent ad-

vances in artificial intelligence (AI), including large language models, have the potential

to further transform and automate sectors such as the financial services industry (Abis

and Veldkamp, 2024; Babina et al., 2024).

However, the effects of these new advances are directionally ambiguous and poten-

tially heterogeneous across investors. On the one hand, advances in AI can lead to ef-

ficiency gains and improved performance, as observed in audit (Fedyk et al., 2022) and

sell-side analysts (Cao et al., 2021). On the other hand, AI models have suffered from

“algorithmic bias"—the tendency to perform better for some demographic groups than

others—in a number of areas including medicine (Kadambi, 2021; Zou and Schiebinger,

2018) and image recognition (Buolamwini and Gebru, 2018). Concerns regarding algo-

rithmic bias are especially relevant in the financial domain, where investors display a

large gender imbalance (Barber and Odean, 2001). The introduction of machine learning

has been found to disproportionately benefit white borrowers in credit screening appli-

cations (Bartlett et al., 2022; Fuster et al., 2022), and existing robo-advising tools show

uneven gains across age groups (Reher and Sokolinski, 2024). If AI models are trained on

imbalanced groups—for example, young men posting on platforms such as StockTwits

and Seeking Alpha—then these models may fail to correctly reflect investment prefer-

ences of other demographic groups.

In this paper, we directly assess the extent to which state-of-the-art generative AI mod-

els (as proxied by OpenAI’s GPT4) are able to match differences in investment preferences

across three key demographic characteristics shown to predict stock market participation

in the prior literature (e.g. Agnew, Balduzzi and Sunden, 2003; Hong, Kubik and Stein,

2004): income, gender, and age. To do so, we first run a real-world custom survey elic-
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iting investment preferences of a representative sample of 1,272 participants. The sur-

vey consists of three components: (i) we ask for categorical ratings of three investment

options—stocks, bonds, and cash—-on a scale from “very negative" (encoded as 1) to

“very positive" (encoded as 5); (ii) we ask for a free-form written explanation of each rat-

ing; and (iii) we ask participants to compare each pair of investments (stocks vs. bonds,

stocks vs. cash, and bonds vs. cash), choosing either the first option, the second option,

or “indifferent."

We then query GPT4 with the same survey questions and demographics, with 1,200

simulated runs. The respondents of the human survey (and the simulated GPT4 agents)

are balanced across the key demographics, with 49.8% (50%) identifying as male, a me-

dian age of 37 (39), and a median personal income of $53,000 ($55,000).

We compare the human survey responses and the GPT4-generated responses along

three dimensions. First, we analyze the overall ratings each human respondent (or simu-

lated GPT4 agent) assigns to each investment option, examining how the human ratings

vary across demographics and the extent to which these patterns are captured by GPT4-

generated responses. Second, we take a deeper look at the reasonings (free-form expla-

nations) behind the ratings to study whether GPT4 is able to capture the main themes in

the justifications that human participants provide for their investment choices. Third, we

discuss one difference, and potential advantage of using GPT4 to model investment pref-

erences: GPT4 responses almost always have transitive preference orderings, whereas

human responses are prone to violations of transitivity when expressing indifference.

Our analysis begins by examining the similarity between ratings of investment op-

tions generated by GPT4 agents and provided by human participants—across eight de-

mographic groups categorized by gender (men or women), age (above or below the me-

dian), and income (above or below the median). For example, if a male participant has

above-median income and is at least as old as the median age, we put him in the group

of older high-income (wealthy) men. We construct vectors of human survey participants’

ratings and GPT4-generated ratings as the 24 average numerical ratings from each demo-

graphic group for each investment option. These two vectors show very high correlations:

a Pearson correlation of 0.73, a Spearman correlation of 0.70, and a Kendall correlation

of 0.57, all significant at the 1% level. We then repeat the analysis separately for each

investment option, with vectors of eight average ratings across the eight demographic
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groups. The analysis shows positive and significant correlations between human survey

responses and GPT4-generated responses across the eight demographic groups within

each of the three investment options. Specifically, for bonds, the Pearson correlation is

significant at the 1% level, while Spearman and Kendall correlations are significant at the

5% and 10% levels, respectively. For stocks and cash, all correlation types range between

0.65 and 0.81 and exhibit significance at the 1% level. Thus, there is a robust positive cor-

relation between the averages of GPT4-generated ratings and human ratings, indicating

the reliability of GPT4 in evaluating investment options across demographic groups.

Looking specifically at the differences in the ratings across demographic groups, we

confirm that male human participants rank stocks (bonds) higher (lower) than female par-

ticipants, consistent with prior evidence (Agnew, Balduzzi and Sunden, 2003). Higher-

income individuals rate stocks and bonds higher and rank cash lower than lower-income

individuals (Hong, Kubik and Stein, 2004). Finally, older individuals rate cash higher

than younger individuals. Almost all of these patterns are correctly captured by GPT4-

generated responses, which predict higher stock ratings for men, higher stock and bond

ratings for higher-income individuals, lower cash ratings for higher-income individuals,

and higher cash ratings for older individuals. Overall, GPT4 aptly reflects common de-

mographic differences in preferences across investment options.

Next, we understand the reasons behind these ratings by drawing insights from the

free-form text explanations accompanying each rating from human survey participants

and simulated GPT4 agents. First, we observe that risk and return are the two most

prevalent themes in both human responses and GPT4-generated responses. To quantify

each respondent’s perception of each investment option along risk and return dimen-

sions, we construct two numerical axes representing an asset’s perceived risk and return

using a natural language processing technique called Semantic Axis (An, Kwak and Ahn,

2018). We use the two axes to interpret each explanation’s relevance to risk and return.

We observe that the orderings of stocks, bonds, and cash from simulated GPT4 agents and

humans are consistent along both dimensions, with stocks deemed to have the highest re-

turn, followed by bonds, then cash; and stocks deemed to have the highest risk, followed

by cash, then bonds. GPT4-generated responses tend to be more extreme along both di-

mensions than human survey responses: compared to human responses, GPT4-generated

responses encode higher risk and return for stocks, lower risk for bonds, and lower risk
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and return for cash. However, the mappings between the risk and return representa-

tions of the free-form explanations and the associated numerical ratings are very similar

between human participants and GPT4-generated responses. A one-standard-deviation

increase in the return dimension corresponds to a 0.79-standard-deviation increase in the

human ratings, with the same relationship for GPT4 responses. In the risk space, a one-

standard-deviation increase in the human participants’ risk perception translates into a

0.56-standard-deviation lower rating, and the effect size is slightly larger (by 0.05) for

GPT4-generated responses. Thus, GPT4-generated responses are about 10% more risk-

averse than human participants, but otherwise the relationship between risk and return

encodings and categorical ratings of investment options are very similar across actual

survey responses and simulated GPT4 responses.

We further develop the analysis of free-form explanations by identifying auxiliary

themes impacting stock market participation. Low stock market participation is an endur-

ing concern, especially for female, older, and lower-income individuals (Guiso, Sapienza

and Zingales, 2008; Hong, Kubik and Stein, 2004; Van Rooij, Lusardi and Alessie, 2011).

We use generative AI’s summarization capabilities to extract the main themes (other than

risk and return) differentiating explanations that accompany high ratings of stocks from

those accompanying low ratings of stocks, separately for human survey responses and

GPT4-generated responses. The two main themes emerging from the summarization ex-

ercise are (i) knowledge and understanding of the stock market, and (ii) personal ex-

periences (and resulting emotional responses) with investing in the stock market. Prior

literature has shown that financial literacy is a major driver of stock market participation

(Van Rooij, Lusardi and Alessie, 2011) and that personal experiences shape attitudes to in-

flation and risk-taking (Malmendier and Nagel, 2011, 2016). Our comprehensive textual

analysis of survey responses confirms that these two themes are key drivers mentioned in

individual explanations of positive versus negative attitudes towards the stock market.

We structure the “knowledge" and “experience" themes by embedding the responses

in each of these dimensions, analogously to the embeddings we considered for risk and

return. We then build a Gaussian Mixture Model to cluster the “knowledge" embeddings

into two clusters, corresponding to familiarity with the stock market and an absence of

knowledge about the stock market. We likewise cluster the “experience" embeddings into

three clusters, with one cluster representing negative experiences, one representing neu-
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tral to mildly positive experiences, and one representing strongly positive experiences

with the stock market. We find that human survey participants’ and GPT4-generated ex-

planations feature similar proportions of each cluster. For example, 23% of human partic-

ipants’ explanations reflect negative experiences with the stock market, compared to 24%

of GPT4-generated explanations. Furthermore, the demographic differences in both the

knowledge and experience dimensions are very similar in human survey responses ver-

sus GPT4-generated responses. Men’s explanations are more likely to reflect self-reported

familiarity with the stock market than women’s explanations, and higher income is like-

wise associated with greater knowledge and familiarity with the stock market, in both

actual survey responses and GPT4-generated responses. Younger individuals’ answers

reveal more positive experiences with the stock market than older individuals’ answers,

men discuss more positive stock market experiences than women, and higher-income in-

dividuals have more positive experiences than lower-income individuals, both in actual

survey responses and in GPT4-generated responses. Thus, GPT4 appears to correctly cap-

ture the directionality of the “reasoning" behind attitudes toward the stock market across

multiple dimensions, from the canonical risk and return considerations to more subjective

experiential aspects such as knowledge and personal experience.

Finally, we identify a difference, and a potential advantage of using GPT4 to simulate

survey responses: GPT4 agents almost always follow the transitivity axiom of rational

preferences, while human survey participants sometimes do not. To examine the transi-

tivity property within preference orderings, we focus on relative-comparison responses,

where participants directly rank pairs of investment options by either choosing one of

them as better or expressing indifference between the two options. We prove a set of

necessary and sufficient conditions for a participant to have a transitive preference order-

ing given the format of the data. Applying these conditions, we find that GPT4 agents’

preference orderings are almost always transitive, but human participants have transitive

preferences less often. We further explore the sources of intransitivity within the human

dataset. First, we observe that male human participants have transitive preference or-

derings significantly more often than female participants. Second, when human survey

participants have a strict preference over each pair of options, almost all of them exhibit

transitive preferences. However, when at least one "indifferent" response is present, only

72.0% of participants maintain transitivity. Combining these two observations, we find
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that a larger percentage of female participants report at least one "indifferent" response,

and among participants with no "indifferent" responses, men are statistically more likely

to exhibit transitive preferences than women. We find that most of the discrepancy in

transitivity between human survey participants and simulated GPT4 agents can be ex-

plained by these two factors—gender and indifference.

Our results contribute to the rapidly growing body of work on the effect of finan-

cial technology on the investing landscape. The availability of low-commission online

trading platforms, such as Robinhood, has expanded retail investor participation in the

stock market, while the rise of robo-advising has increased the prevalence of automated

investing (Barber et al., 2022; D’Acunto, Prabhala and Rossi, 2019; Welch, 2022). These

trends underscore the importance of understanding how advances in technology will

impact the investing landscape of an increasingly diverse set of participants. To date,

robo-advising has had positive effects on diversification (D’Acunto, Prabhala and Rossi,

2019), returns (Reher and Sokolinski, 2024), and mitigation of biases (D’Acunto, Ghosh

and Rossi, 2022). However, the directional effects in terms of both portfolio changes and

welfare gains have been unevenly distributed, for example, across investor age (Reher

and Sokolinski, 2024; Rossi and Utkus, 2021). Coupled with the recent evidence of al-

gorithmic bias in domains ranging from medicine (Kadambi, 2021) to credit supply and

loan interest rates (Bartlett et al., 2022; Fuster et al., 2022), this raises the concern that new

advances in machine learning—such as the use of large language models trained on text

from the Internet—may disproportionately reflect the investment preferences of specific

demographic groups (e.g., young men). Our results assuage those concerns, showing

that in the domain of investing, large language models such as OpenAI’s GPT4 correctly

reflect directional differences in investing preferences across the demographic characteris-

tics (gender, age, and income) both in numerical ratings and in the free-form explanations

behind those ratings.

In doing so, we also contribute to the emerging literature on the effects of AI on dif-

ferent sectors of the economy, with our work speaking specifically to the financial ser-

vices sector. Veldkamp (2023) and Abis and Veldkamp (2024) spotlight the critical role of

data and big data technologies in the modern economy, noting a shift away from labor-

intensive processes. The introduction of generative AI (proxied by GPT) and its effects on

the labor market and firm performance have been studied by Bertomeu et al. (2023); Bryn-
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jolfsson, Li and Raymond (2023); Eisfeldt, Schubert and Zhang (2023); Eloundou et al.

(2023); Noy and Zhang (2023). The extant evidence on the effects of GPT technology, par-

ticularly in finance, presents a mixed picture. Li, Tu and Zhou (2023) and Bybee (2023)

point to the limitations and biases of large language models, indicating potential chal-

lenges in their application for professional forecasting. Conversely, Lopez-Lira and Tang

(2023) offer a more optimistic view, suggesting that despite errors, large language mod-

els may offer valuable predictive abilities beyond human forecasting, underscoring their

potential instrumental value in professional settings. We contribute to this literature by

analyzing and experimenting with how generative AI can be used to design financial

surveys, and whether its use generates substantial bias relative to identically executed

human surveys. We document that generative AI is able to reflect similar demographic

patterns to human surveys in both elicited investment preferences and accompanying ex-

planations, and that generative AI has an additional advantage of providing responses

that do not violate transitivity, even when expressing indifference. Overall, these results

portend well for the potential novel application of generative AI in predicting individual

(and heterogeneous) investment preferences.

The remainder of the paper proceeds as follows. We describe the data collection pro-

cedures for both the human investment survey and the GPT4 prompts in Section 2. We

present the main analysis of the consistency between investment ratings in the human

survey and GPT4-generated responses in Section 3 and then analyze the explanations of

the ratings in Section 4. Section 5 examines the transitivity of relative comparisons by

human survey participants and GPT4-generated responses, and Section 6 concludes.

2 Data Collection: Human and GPT4 Investment Prefer-

ences

We describe the methodology for collecting human investment preferences across demo-

graphics and analogous GPT4-generated responses for our benchmarking exercise.
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2.1 Human survey

Human responses come from a survey of a representative sample of 1,272 individuals

recruited through the Prolific platform. The survey was conducted in October 2023 and

March 2024.1 1,264 individuals completed the entirety of the survey, including the demo-

graphic questionnaire at the end. The sample of respondents is balanced on age, gender,

and income. Specifically, 49.8% of the respondents reported being male, 47.5% identified

as female, 2.3% chose “Other" gender, and 0.5% declined to say. The median age of the

respondents is 37, and the average is 39.7, comparable to the median age of the US popu-

lation, which the US Census reports as 38.9 for 2022. The median income is $53,000 (with

an average of $68,876), very close to the $54,339 median earnings for full-time year-round

civilian employees in the US Census for 2021. Participants’ compensation for participat-

ing in the survey corresponded to, on average, $15.45/hour.

The survey asked the respondents to rank three investment options—stocks, bonds,

and cash—separately and relative to each other. The first three questions were single-

rating questions, asking the respondents to rank each investment option on a scale of

"very negative" (encoded as 1), "somewhat negative" (encoded as 2), "neutral" (encoded

as 3), "somewhat positive" (encoded as 4), and "very positive" (encoded as 5). The three

single-rating questions were presented in random order to avoid anchoring effects. Each

of the three single-rating questions was followed by a free-form text entry question asking

why the respondent chose that rating, which required responses with a minimum length

of 20 characters. Panel A of Figure C1 in the Appendix displays an example single-rating

question.

Then, the respondents faced three relative-comparison questions: whether they pre-

fer stocks or bonds, whether they prefer stocks or cash, and whether they prefer bonds

or cash. Each of these questions had three choices (corresponding to the two assets be-

ing compared and to indifference) and were accompanied by free-form text entry “why"

questions requiring responses with a minimum of 20 characters. The order of the relative-

comparison questions was randomized across participants. Furthermore, the order of the

options within each question was also randomized across participants (e.g., half of the

participants were asked whether they prefer "stocks or bonds" and the other half were

1The administered survey was identical on both dates. An initial sample of 469 individuals was re-
cruited in October 2023, and the survey was scaled with an additional 803 participants in March 2024.
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asked whether they prefer "bonds or stocks") to avoid biasing the participants towards

any options on aggregate. Panel B of Figure C2 in the Appendix shows an example

relative-comparison question. The exact instructions of the survey are included in Ap-

pendix B.1.

We performed the following cleaning steps on the survey data before commencing

the analysis. First, we removed clear outliers based on self-reported information, such

as those reporting an annual income above 500 thousand dollars while participating in

an online survey with relatively low compensation for such high-income levels. We re-

moved the outliers in age and income using an inter-quantile range (IQR)-based rule.

More specifically, a data point is considered an outlier if the participant’s age or income is

at least 1.5 IQRs higher or lower than the median. Furthermore, throughout the analysis,

we excluded human responses where the participant refused to disclose their gender or

identified as non-binary, because we lacked sufficient data in the non-binary category to

perform meaningful inference (less than 3% of the sample). After these cleaning proce-

dures, we retain a sample of 1,074 individuals with an average (median) age of 38 (36) and

an average (median) income of $53, 000 ($50, 000) rounded to the nearest 1,000 dollars.

2.2 GPT4 data collection

We simulate survey data collection using GPT4 to conduct a cleanly identified compari-

son with human survey data. As in the human survey, we elicit responses to three types

of questions:

1. How do simulated GPT4 agents rank each investment option (stocks, bonds, cash)?

2. What is the stated reasoning for the ratings (free-form responses)?

3. What is the preference ordering of the GPT4 agent among the three options (pair-

wise comparisons)?

For the first type of question, we give each simulated GPT4 agent five choices, analogous

to the human survey: very positive, somewhat positive, neutral, somewhat negative, and

very negative. We convert these multiple choice ratings to numerical ratings from 1 (very

negative) to 5 (very positive). For the second type of question, we ask for a short expla-

nation of each rating response using 5 to 10 words. For the third type of question (com-
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parisons), we offer three choices: option 1, option 2, and indifferent. For example, when

comparing stocks and bonds, the options are preferring “Stocks," preferring “Bonds," and

“Indifferent." Additionally, we ask each GPT4 agent to report the gender, age, and income

of its imagined identity. Appendix B.2 presents a sample prompt.

We query GPT4 responses 1,200 times, seeding it with different demographic char-

acteristics. We specify the median age and income according to the United States cen-

sus data discussed in Section 2.1, querying GPT4 responses for imagined agents that are

above/below the median in age and income and either female or male. GPT4 can follow

this instruction 100% of the time. Therefore, we have an even split of the data across the

8 demographic groups: males with below median age and at most median income, males

with at least median age and at most median income, etc. The male-to-female ratio of the

reported gender (GPT4 agents) is 50-50, the average (median) age is 37 (39) years old, and

the average (median) personal income is $56, 000 ($55, 000) rounded to the nearest 1000

dollars. We use the same outlier detection procedure to remove outliers in the data as we

applied in the human survey. The IQR of the GPT4-generated data is smaller than the

human-generated ones, indicating that GPT4-generated responses contain fewer extreme

outliers. After processing, we retain responses from 1,042 simulated GPT4 agents with

an average (median) age of 36 (36) years old and an average (median) income of $53, 000

($53, 000) rounded to the nearest 1,000 dollars.

3 Investment preferences across demographics

The first question we address is “how similar are GPT4-generated ratings of investment

options to human ratings?” In particular, we observe the ratings of stocks, bonds, and

cash across eight demographic groups: males with below median age and at most median

income, males with at least median age and at most median income, males with below

median age and above median income, males with at least median age and above median

income, females with below median age and at most median income, females with at

least median age and at most median income, females with below median age and above

median income, and females with at least median age and above median income.

On aggregate, both human and GPT4 responses rate stocks the highest, followed by

bonds, followed by cash. The human survey ratings are, on average, 3.8 for stocks, 3.6
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for bonds, and 3.1 for cash. The average GPT4 ratings are 3.7 for stocks, 3.7 for bonds,

and 3.2 for cash. There is some heterogeneity between the ratings of different demo-

graphic groups, consistent with the literature on demographic predictors of stock market

participation. For example, in the human survey, women rate stocks, on average, as 3.6,

compared to 3.9 from men. Importantly, similar differences are reflected in the GPT4

responses, which accurately capture preference heterogeneity across demographics.

To assess the similarity between human and GPT4 ratings, we start by computing 24

average numerical ratings from each set of responses (human survey and GPT4): one

average rating from each of the eight demographic groups on each of the three invest-

ment options. We compute the correlations between the human and GPT4-generated

ratings across these 24 groups. Table 1 shows the corresponding Pearson, Spearman, and

Kendall correlations in the top row.2 The demographic patterns in the ratings from hu-

man survey participants and GPT4 are highly consistent, with a Pearson correlation of

0.73, Spearman correlation of 0.70, and Kendall correlation of 0.57. To compute the sta-

tistical significance of these correlation coefficients, we use a bootstrap of 10,000 samples

drawn randomly with replacement from the human survey and GPT4 datasets, respec-

tively. Each bootstrap has the same size as the original data. The bootstrapped standard

errors are reported in parentheses in Table 1. All three correlation coefficients are highly

statistically significant at the 1% level.

We also conduct a similar analysis separately within each asset class, focusing on the

eight average ratings (across demographic groups) for stocks, bonds, and cash. These

correlations are also very high. For stocks, the differential ratings across demographic

groups from human and GPT4-generated responses show a Pearson correlation of 0.78, a

Spearman correlation of 0.81, and a Kendall correlation of 0.71. All three correlations are

significant at the 1% level. Similarly, the human and GPT4 ratings for cash show a Pearson

correlation of 0.77, Spearman correlation of 0.64, and Kendall correlation of 0.64 across the

eight demographic groups, all significant at the 1% level. The correlations for bonds are

lower but still statistically significantly, with a Pearson correlation of 0.58 (significant at

the 1% level), a Spearman correlation of 0.45 (significant at the 5% level), and a Kendall

correlation of 0.27 (significant at the 10% level).

Overall, these results show that GPT4 agents’ ratings of stocks, bonds, and cash across

2For a detailed definition of each of the correlation coefficients, refer to Appendix Section C.4.
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Pearson Spearman Kendall
All 0.728∗∗∗ 0.695∗∗∗ 0.565∗∗∗

(0.042) (0.053) (0.046)
Stocks 0.783∗∗∗ 0.810∗∗∗ 0.714∗∗∗

(0.099) (0.125) (0.132)
Bonds 0.581∗∗∗ 0.452∗∗ 0.286∗

(0.178) (0.210) (0.170)
Cash 0.768∗∗∗ 0.786∗∗∗ 0.643∗∗∗

(0.152) (0.167) (0.161)
TABLE 1: This table reports the Pearson, Spearman, and Kendall correlations between GPT4-
generated responses and human survey responses. These correlations are computed based on
the average rating from each demographic group for the three investment options (pooled and
separately). Bootstrapped standard errors are reported in parentheses.

different demographic groups are highly correlated with real heterogeneity of human

ratings across demographic groups. This correlation is robust to using continuous values

(Perason correlation) and rank orderings (Spearman and Kendall correlations).

To further examine the exact demographic patterns reflected in human and GPT4-

generated data, we estimate regressions where the dependent variable is the rating (sep-

arately for stocks, bonds, and cash), and the independent variables are the demographic

characteristics: gender, age, and income. We estimate this regression for human and

GPT4-generated data separately to assess the extent to which the coefficients agree. In

particular, we focus on coefficients that are statistically significant in both human and

GPT4 responses and assess whether the direction of the effect agrees.

Table 2 shows the results: five out of the six significant coefficients are significant in the

same direction in both human and GPT-4 data. Specifically, older individuals tend to rate

cash more highly than younger ones, women tend to rate stocks lower than men, higher-

income individuals rate both stocks and bonds higher than lower-income individuals,

and higher-income individuals rate cash less favorably than lower-income individuals.

The only aspect on which GPT4 responses fail to correctly capture demographic differ-

ences between human investment preferences is the relationship between gender and

bond ratings: GPT4 expects women to rate bonds higher than men, whereas male human

survey participants actually place higher ratings on bonds than women. This one-off dif-

ference may be attributed to GPT4 reflecting the standard investment allocation tradeoff

between stocks and bonds, where men’s higher allocation to stocks comes at the expense
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of bonds (Agnew, Balduzzi and Sunden, 2003).

Overall, Tables 1 and 2 show that GPT4 responses are highly correlated with human

surveys, correctly reflecting that women and older investors have lower preferences for

stocks than men and younger investors, and that income is a major driver of investment

preferences, with higher-income individuals favoring stocks and bonds and being less

attracted to cash.

GPT4 direction Human direction Agreement
old: cash + + ✓
female: stocks - - ✓
female: bonds + - ×
high-income: stocks + + ✓
high-income: bonds + + ✓
high-income: cash - - ✓

TABLE 2: This table displays the relationship between ratings of the investment options (stocks,
bonds, and cash) and demographic characteristics (age, gender, and income). We show the 6
correlations that are significant in both human response data and the GPT4-generated data. A
plus sign in the second and third columns means that the corresponding demographic is positively
correlated with the rated asset. For example, the first row of this table shows that older individuals
and simulated GPT4 agents both prefer keeping cash more than their younger counterparts.

4 Understanding explanations of ratings

In Section 3, we have shown that the categorical investment ratings generated by GPT4

are closely aligned with human survey ratings across different demographic groups. We

now take advantage of the free-form justifications (the “why?" questions accompanying

the ratings) to examine the extent to which GPT4 matches the reasoning provided by hu-

man participants.

4.1 Most common themes

We begin by conducting a simple word count of all nouns that appeared in human and

GPT4 responses, separately, in order to determine the most frequent themes being dis-

cussed. Table A1 in the Appendix shows the 15 most common nouns in the responses

from the human survey (on the left) and the 15 most common nouns in the GPT4-generated
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(a) GPT4 word cloud (b) Human word cloud

Figure 1: Word clouds of GPT4 and human responses constructed based on the frequency
of words in all of the GPT4-generated explanations. We only show words that are used
as nouns in the explanation because we are interested in detecting the major themes.

responses (on the right). The human responses are a bit less concentrated than the GPT4-

generated responses (the most common term in GPT4-generated responses—“return"—

appears 1,408 times, compared to a third of that for the most common terms in human

responses). However, the most common themes in both sets of responses are similar, fo-

cusing on investments, risk, and return. Figure 1 offers a graphical illustration of the

most common terms using word clouds. There are differences in terms of the terms

used—human responses focus on “investment" and “money," whereas GPT4 generates

more discussion of “return" and “growth", but the general patterns are similar: both sets

of explanations concentrate on financial tradeoffs and rewards.

4.2 Discussions of risk and returns in human and GPT4 explanations

Motivated by the main themes emerging from the most frequent terms, we conduct a

more rigorous examination of the two main themes in the responses, which correspond

to the two principal dimensions of utility functions studied in financial economics: risk

and return. First, we construct these two semantic dimensions using embeddings.3 We

3This approach builds on the idea of Semantic Axis (SemAxis) in the natural language processing liter-
ature, which uses differences in embeddings of words in opposite semantic classes (e.g., happy vs. sad) to
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begin with the embeddings of four principal sentences:

• Return

1. “This asset has very high return.”

2. “This asset has very low return.”

• Risk

1. “This asset has very high risk.”

2. “This asset has very low risk.”

We denote these four embeddings as Vh
ret, Vl

ret, Vh
risk, and Vl

risk (normalized to have unit

length), respectively. Embeddings are numerical representations of text, and the only

conceptual difference between Vh
ret and Vl

ret is in the return dimension: high versus low.

Therefore, as shown in Figure 2, by taking the difference between the vectors Vh
ret and

Vl
ret, we can obtain a vector axis pointing from low to high returns:

Vret = Vh
ret − Vl

ret. (1)

Similarly, we can obtain a vector axis pointing from low to high risk by differencing Vh
risk

and Vl
risk:

Vrisk = Vh
risk − Vl

risk.4 (2)

Next, we extract the embedding of each explanation in the human response data and

the GPT4-generated data. We decompose the meaning of each explanation into three

components: return-related, risk-related, and other. Given an embedding vector embi of

explanation i, the decomposition can be computed as

embi = ci,rVret + ci,vVrisk + ϵi, (3)

build a numerical scale of a meaning (An, Kwak and Ahn, 2018).
4We find that these two axes (Vret and Vrisk) are nearly orthogonal with an angle of 70 degrees.
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where ci,r is the projection coefficient of embi onto Vret, ci,v is the projection coefficient

onto Vrisk, and ϵi is the remaining vector component that does not correspond to either

the return vector or the risk vector. Intuitively, ci,r is explanation i’s association with high

return, and ci,v is i’s association with high risk.

High ret

Low ret

High risk

Low risk

Ret axis
Risk axis

Figure 2: This is a two-dimensional illustration of the risk-return embeddings. The blue
dots are the positions corresponding to the embedding vectors of the two sentences de-
scribing an asset with high return and high risk, respectively. The two red dots corre-
spond to low return and risk, respectively. The two dashed arrows represent the direction
of the return axis and risk axis from low to high. The positions of the dots are only for
illustrative purposes. The actual embeddings are 1536-dimensional.

We begin by confirming that GPT4-generated explanations align with human responses

in terms of the relative ordering of the asset classes (stocks, bonds, and cash) along the

return and risk dimensions. Both human participants’ explanations and GPT4-generated

explanations have, on average, the highest return components when explaining rankings

of stocks, followed by bonds, then cash. Similarly, both human and GPT4-generated ex-

planations project the highest risk when discussing stocks, followed by cash, and then

bonds. Overall, GPT4’s relative discussion of stocks, bonds, and cash along both return

and risk axes is consistent with the verbal explanations provided by human survey par-

ticipants.5

Next, we analyze the differences in the magnitudes of the projected risk and return

5Some real examples of explanations with high and low projection scores are shown in Table A2 in the
Appendix.
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values across human and GPT4-generated data. Specifically, we study the differences

in E(ci,r) and E(ci,v) between human and GPT4-generated explanations to understand

whether GPT4 exhibits over- or under-estimation bias in terms of predicting how human

participants reason about the risk and return of each investment option.
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(a) Stocks
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(b) Bonds
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(c) Cash

Figure 3: GPT and human’s perception of stocks, bonds, and cash with respect to having
high return and high risk. Yellow dots are samples from the human survey (ground-truth)
data, and blue dots are from the GPT4-generated data. The left subfigure shows humans’
and GPT4’s perception of stocks, the middle one shows their perception of bonds, and
the rightmost subfigure is for cash.

Figure 3 shows that the GPT4-generated explanations of preferences regarding indi-

vidual investment options tend to have more extreme values of both risk and return com-

pared to human explanations. First, there is a clear vertical and horizontal separation

(both return and risk) between the distributions of human and GPT4-generated explana-

tions of ratings of stocks as an investment option. GPT4 agents perceive stocks’ return-

generating potential as 27.6% higher and their risk as 33.0% higher than human survey

participants (p < 0.001 for both). This means that GPT4-generated explanations corre-

spond to higher perceptions of stocks’ returns and higher perceptions of stocks’ risks.

Similarly, there is a horizontal and vertical separation in the perceptions of keeping cash,

in the opposite direction: both humans and GPT4 rank cash as low-risk and low-reward,

but GPT4 goes further in both of these negative directions. More specifically, simulated

GPT4 agents perceive cash’s potential to generate high returns as 15.6% lower and its risk

as 29.4% lower than human survey participants (p < 0.001 for both). Finally, for bonds

there is a clear horizontal separation—both human participants and simulate GPT4 agents

rank bonds as low-risk, but GPT4 more strongly so by 35.3%—though a less clear distinc-

tion in the return space.
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Next, we combine the information from the human and GPT4-generated free-form

explanations and the ratings on different investment options to estimate the correlation

between the perceived risk and return and the stated rating of each investment option

across human participants and GPT4 responses. This analysis accomplishes two goals:

(i) to observe the extent to which the categorical ratings are explained by risk and return

considerations, and (ii) to test whether the relationship between categorical ratings and

free-form discussions of risk and return align between actual human survey responses

and GPT4-generated responses. In order to address these questions, we estimate the fol-

lowing specification:

Ratingi,k =β1ci,k,r + β2ci,k,v + β31(i is a GPT4 agent)

+ β41(i is a GPT4 agent) ∗ ci,r + β51(i is a GPT4 agent) ∗ ci,r + δk + ϵi,k, (4)

where Ratingi,k is participant i’s rating of investment option k (where k ∈ {stocks, bonds, cash}),

standardized to have a mean of zero and a standard deviation of one. ci,,k,r and ci,k,v are

the projections of participant i’s free-form responses regarding investment option k onto

the return (r) and risk (v) space, likewise standardized to have a mean of zero and a stan-

dard deviation of one. δi,k is a fixed effect that denotes the type of investment (stocks,

bonds, or cash). The coefficient β1 (β2) can be interpreted as the importance of return

(risk) for humans’ ratings of the investment options, and β4 (β5) can be interpreted as the

under- or overstatement of the importance of return (risk) by GPT4.

The results are presented in Table 3, which shows that high perceived return-generating

potential of an asset in the free-form responses is significantly positively correlated with

higher categorical ratings for that asset. In the human survey, a one-standard-deviation

increase in the perceived return is associated with a 0.79 standard deviation increase in

the rating. In addition, higher perceived risk in free-form responses is significantly nega-

tively associated with categorical ratings. A one-standard-deviation increase in perceived

risk in human survey responses is associated with a 0.56 standard deviation decrease in

the associated rating. The GPT4 responses yield a very similar correlation between rat-

ings and returns, with no significant bias. GPT4 responses do show a slightly weaker

relationship between risk and returns than human responses; however, the magnitude

of the coefficient (0.05) is very small. Overall, the free-form responses capture important

18



Dependent variable:

rating

return 0.788∗∗∗

(0.015)

generated by GPT4 −0.172∗∗∗

(0.017)

risk −0.564∗∗∗

(0.017)

GPT4 bias: return −0.017
(0.019)

GPT4 bias: risk 0.053∗∗∗

(0.020)

Observations 6,348
R2 0.554
Adjusted R2 0.554
Residual Std. Error 0.668 (df = 6340)

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
TABLE 3: Statistical analysis of the correlations between risk and return projections of free-form
explanations and the categorical ratings. This table shows the correlations based on human data
and the differences in the correlations between the human data and the GPT4-generated data.

information about the reasoning behind the ratings, with high correlations between cat-

egorical ratings and the loading on return (positive) and risk (negative) in the free-form

responses. Most importantly, we observe that GPT4-generated responses match human

responses quite closely in terms of the “reasoning" behind the ratings, with very similar

relationships between ratings and risk/return across the actual human survey responses

and the GPT4-generated responses.

4.3 Other themes in free-form responses

So far, we have observed that the two major common themes in free-form responses (both,

actual responses from survey participants and GPT4-generated responses) are risk and

return. We now evaluate which other auxiliary themes play a role in the data, and to
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which extent these agree between human survey data and GPT4-generated responses.

We focus specifically on explanations for stock ratings, to see whether we can speak to

the drivers of low stock market participation, which is a long-standing and significant

issue documented by the prior literature.6

To do so, we go beyond the most common single terms (unigrams) and use the full text

of the responses to capture potential themes conveyed by phrases or sentences. Specifi-

cally, we combine all of the explanations about a specific investment option (e.g., stocks)

from human survey participants and divide these explanations into two subsets: expla-

nations associated with negative ratings (< 3) and explanations associated with positive

ratings (> 3). We then use GPT4’s summarization capabilities to answer the following

prompt based on the two subsets of positive/negative explanations:

Read the following two sets of opinions about investing in stocks and describe 5 themes
other than risk and return that are different between the two sets using 5 short phrases:

set 1:... (explanations of positive ratings)

set 2:... (explanations of non-positive ratings)

This gives the main five auxiliary themes in the human response data. Then we use the

same prompt to generate the auxiliary themes based on the GPT4-generated responses.

We repeat the procedure three times to ensure that we obtain consistent, replicable sum-

maries and do not capture some noise due to the randomness of GPT4; the themes from

each run are listed in Table A3 in the Appendix.

In all summaries, the themes in both the human data and the GPT4-generated data

prominently feature the topic of “knowledge" (financial literacy and understanding of

the stock market). Specifically, human data are summarized by the themes “Perception

of Complexity and Accessibility" (first run), “Understanding and Accessibility" (second

run), and “Perception of complexity" (third run); similarly, GPT4-generated responses

reflect the themes “Knowledge and Complexity" (second and third run). Beyond knowl-

edge and understanding, one other theme that appears frequently in both human and

GPT4-generated data is “experience" (positive or negative emotional reactions to past

6Although our main focus with the auxiliary free-form response analysis is on stocks due to the central
role of the low stock market participation issue, for completeness, we provide analogous analysis of the
auxiliary themes of investing in bonds (where knowledge is the main theme emerging from the summa-
rization) and cash (where the most consistent theme is the convenience/accessibility of cash) in Appendix
D.
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experiences with the stock market). Human survey responses include themes such as

“Emotional Response" (first run), “Influence of past experience" (second run), and “Emo-

tional and Psychological Experience" (third run), while GPT4-generated responses in-

clude themes such as “Emotional and Psychological Responses" (first run) and “Emo-

tional Response and Comfort Level" (second run).

First, we focus on the knowledge and understanding dimension. We use the Semantic

Axis approach discussed in Section 4.1 to compute each response’s relevance score to the

knowledge theme. In particular, we define the knowledge dimension using the embed-

dings of the following two sentences:

• I am very knowledgeable about the stock market. (high knowledge)

• I do not know anything about the stock market. (low knowledge)

Following the procedure discussed in Section 4.1, we use the difference between the

embeddings of these two sentences as a numerical representation of the knowledge di-

mension. Then, we project the embedding of each explanation accompanying a given

(human or GPT4-generated) rating about investing in stocks onto this axis to compute its

relevance to knowledge about the stock market. Figure 4 shows a graphical representa-

tion of this projection, in blue for the explanations provided by human participants and

in yellow for the explanations generated by GPT4.

Both projections center just below zero, with tails in both positive and negative di-

rections. The GPT4 responses show a clear bimodal distribution and smaller tales, while

the human responses are less bimodal and have longer tails. We use an expectation-

maximization algorithm with two clusters to group data points to their corresponding

clusters, where one cluster (positive) reflects the presence of knowledge regarding stocks,

and the second cluster (negative) reflects the absence of knowledge or understanding. We

identify the clusters using a Gaussian Mixture Model, modeling each set of knowledge

projections (from human explanations and from GPT4-generated explanations) using a

data-generating process that randomly picks individuals from two Gaussian distributions

(one for each cluster) with some fixed probabilities. Mathematically, the clustering algo-

rithm can be written as the following optimization problem:

1. Let µ = (µ1, µ2) be the initial means of the two clusters, Σ = (Σ1, Σ2) be the initial

covariance matrices, and π = (π1, π2) be the initial mixing coefficients.

21



0.100 0.075 0.050 0.025 0.000 0.025 0.050 0.075
Knowledge

0

2

4

6

8

10

12

14

De
ns

ity

source
GPT4
Human (ground-truth)

Figure 4: The density of GPT4 agents’ responses’ and human responses’ relevance to hav-
ing a high amount of knowledge about the stock market. The blue density plot represents
the human data, and the yellow plot represents the GPT4 data. The dotted vertical lines
represent the center of the three clusters of GPT4 data and the continuous vertical lines
are the center of the three clusters of the human data.

2. Calculate the responsibility rik for each data point i and each cluster k using the

current parameter estimates:

rik =
πkN (xi|µk, Σk)

∑2
j=1 πjN (xi|µj, Σj)

,

where N (x|µ, Σ) is the multivariate Gaussian distribution.

3. Update the parameters:

µnew
k =

∑N
i=1 rikxi

∑N
i=1 rik

,

Σnew
k =

∑N
i=1 rik(xi − µnew

k )(xi − µnew
k )T

∑N
i=1 rik

,

πnew
k =

1
N

N

∑
i=1

rik.

22



4. Repeat the above two steps until convergence.7

The resulting clusters are displayed in Figure 4, in solid blue vertical lines for the

human survey explanations and dashed yellow vertical lines for the GPT4-generated ex-

planations. The clusters of GPT4-generated explanations are slightly more positive than

those of the human survey participants’ explanations—cluster centers are slightly further

on the right—but the clusters are qualitatively similar. In both cases, cluster 1 (contain-

ing explanations of stock ratings that reflect a low amount of knowledge about the stock

market) is around -0.015, and cluster 2 (which contains explanations conveying a high

level of knowledge about the stock market) is around 0.007. Absence of knowledge and

understanding of the stock market is somewhat more prevalent in the GPT4 data than in

human responses: in the human distribution, the low knowledge cluster contains 35% of

the individuals, and in the GPT4 distribution, the corresponding cluster contains 50% of

the agents.

In Table 4, we examine how knowledge levels vary across demographic characteris-

tics, and whether these patterns are correctly reflected by GPT4. In particular, we consider

the cluster label of each agent as its type. This is motivated by the underlying assump-

tion that there are two types of human individuals (GPT4 agents) in terms of knowledge

about the stock market. The uninformed respondents are randomly drawn from the neg-

ative cluster and the knowledgeable respondents are randomly drawn from the positive

cluster. For each data set (embeddings of human responses and embeddings of GPT4-

generated responses), we regress the cluster label (cluster 1 or 2) against the three demo-

graphic characteristics: age, gender, and income. The resulting coefficients estimated on

the projections of human responses show that men’s and higher-income individuals’ an-

swers reflect a higher level of knowledge about the stock market. Similar patterns hold in

GPT4-generated data: simulated men’s responses reflect higher levels of knowledge (with

a statistically indistinguishable coefficient to the human data), and simulated responses

of higher-income individuals likewise reflect greater knowledge of the stock market (with

a more substantial difference than in the human data). GPT4-generated explanations are

also more likely to project higher knowledge of the stock market from younger individu-

7The convergence tolerance we use is 0.0001. In our analyses, all optimizations are done with under
100 iterations. For more details about Gaussian Mixture Models and other finite mixture models, refer to
McLachlan, Lee and Rathnayake (2019).
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als, although the association between age and knowledge in the actual survey responses

is null.

Dependent variable:

Knowledge about the stock market (cluster label)

Human GPT4

age −0.001 −0.015∗∗∗

(0.001) (0.002)

gender −0.092∗∗∗ −0.082∗∗∗

(0.025) (0.027)

income 0.002∗∗∗ 0.058∗∗∗

(0.0004) (0.003)

Observations 1,074 1,042
R2 0.045 0.241
Adjusted R2 0.043 0.239
Residual Std. Error 0.403 (df = 1070) 0.436 (df = 1038)
F Statistic 16.893∗∗∗ (df = 3; 1070) 109.795∗∗∗ (df = 3; 1038)

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
TABLE 4: This table shows the correlations between age, gender, and income and the knowledge
about the stock market reflected in free-form responses, for human responses in the left column
and GPT4-generated responses in the right column. Income is scaled in thousands of dollars.

We conduct similar analyses along the “personal experience” dimension. We use the

difference between the embeddings of the following two descriptions to compute a nu-

merical representation of the personal investing experience dimension:

• I have had very good experiences investing in the stock market. (positive experi-

ence)

• I have had terrible experiences investing in the stock market. (negative experience)

Figure 5 shows the resulting projections, and we apply the same approach as we did

for the knowledge theme (i.e., a Gaussian Mixture Model) to cluster these distributions,

defining three clusters corresponding to more positive experiences, more negative ex-

periences, and neutral experiences. The solid blue vertical lines in Figure 5 mark the
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Figure 5: The density of GPT4 agents’ responses’ and human responses’ relevance to posi-
tive experience about the stock market. The blue density plot represents the human data,
and the yellow plot represents the GPT4-generated data. The continuous vertical lines
mark the centers of the three clusters of human responses, and the dotted vertical lines
mark the centers of the three clusters of GPT4-generated responses.

centers of the three clusters for the experience projections of human responses, and the

dotted yellow vertical lines represent the centers of the three clusters for the projections

of GPT4-generated responses.

In each data set, there is one cluster with responses reflecting negative past experi-

ences about the stock market, centered around -0.023, one with mildly positive experi-

ences, centered around 0.018, and one with very positive experiences, centered around

0.049. Moreover, the distributions across the three clusters are very similar between hu-

man responses and GPT4-generated responses. 23% of human participants’ explanations

(24% of GPT4-generated explanations) are in the cluster associated with negative experi-

ences with the stock market, 33% of human explanations (35% of GPT4-generated expla-

nations) are in the cluster with slightly positive experiences with the stock market, and

44% of GPT4 agents (41% of human participants) are in the cluster with the most positive

experiences with the stock market.

We examine how reported personal experiences with the stock market vary across de-

mographics, and whether GPT4 is able to capture those differences. We regress the cluster

25



Dependent variable:

Experience with the stock market (cluster label)

Human GPT4

age −0.004∗∗ −0.027∗∗∗

(0.002) (0.003)

gender −0.201∗∗∗ −0.093∗∗

(0.047) (0.041)

income 0.003∗∗∗ 0.110∗∗∗

(0.001) (0.005)

Observations 1,074 1,042
R2 0.037 0.335
Adjusted R2 0.035 0.333
Residual Std. Error 0.774 (df = 1070) 0.648 (df = 1038)
F Statistic 13.866∗∗∗ (df = 3; 1070) 174.154∗∗∗ (df = 3; 1038)

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
TABLE 5: This table shows the correlations between age, gender, and income and human partici-
pants’ (GPT4 agents’) experience with the stock market. Income is scaled in thousands of dollars.

labels (1 for the negative experience cluster, 2 for mildly positive experiences, and 3 for

strongly positive experiences) on age, gender, and income of the corresponding human

participant or simulated GPT4 agent. Table 5 reports the results. Column 1, which reflects

actual human responses, shows that younger individuals tend to have more positive ex-

periences with the stock market than older individuals, males tend to have more positive

experiences than females, and higher-income individuals tend to have more positive ex-

periences than lower-income individuals. All of the coefficients are significant at the 5%

level or more. Column 2 shows that, while the coefficients are different, the directional

patterns are exactly the same in GPT4 data: simulated younger individuals, men, and

individuals with higher incomes generate explanations that project more positive experi-

ences with the stock market.

Together, Tables 4 and 5 show that there are strong demographic patterns in the ex-

pressions of both knowledge and personal experiences of the stock market and that GPT4

does a good job capturing these directional patterns across demographics.
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5 Are humans and GPT4 transitive?

A necessary condition for economic preferences to be considered rational is transitivity.

For example, if a rational consumer prefers stocks over bonds and bonds over cash, then

he or she must also prefer stocks over cash. In this section, we examine the transitivity

property of human and GPT4-generated preference orderings. For this analysis, we lever-

age the relative-comparison responses, where participants were asked to directly order

pairs of investment options within each question. For example, when we elicit prefer-

ences between stocks and bonds, we allow participants to choose one of three responses:

stocks, bonds, or indifferent.

To test whether each individual’s preference satisfies transitivity, we use the following

proposition:

Proposition 1 Let a ∈ {stocks, bonds, indifferent}, b ∈ {stocks, cash, indifferent}, and c ∈
{cash, bonds, indifferent} be the three responses provided by a survey participant to the three

relative-preference questions. The participant’s preference ordering satisfies transitivity if and

only if the following conditions are met:

1. If a, b, c , indifferent, exactly one of the following must be true a = b or b = c or a = c.

2. If a = indifferent, then either b = c or b, c ∈ {stocks, bonds}.

3. If b = indifferent, then either a = c or a, c ∈ {cash, stocks}.

4. If c = indifferent, then either a = b or a, b ∈ {cash, bonds}.

Applying proposition 1, we find that overall 84.4% of human survey responses and

98.7% of GPT4-generated responses follow transitivity. This means that GPT4 agents’

preferences are almost always transitive, while human responses may not be. We further

investigate the cause of this discrepancy between humans and simulated GPT4 agents. In

particular, we study the source of intransitivity in the human data set.

We start by dividing the human sample into responses from men and responses from

women. As shown in Table 6, we observe that within the male subsample, 89.5% of the

participants have transitive preferences, and within the female subsample, only 79.1% of

the respondents satisfy transitivity. Furthermore, we observe that conditioning on human

participants with no “indifferent” responses, 95.7% of these participants have transitive
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preferences. However, conditioning on participants with at least one “indifferent," only

72.0% of human participants have transitive preferences.8

GPT4 Human
n obs 1042 1074
transitive prob 98.7% 84.4%
difference 14.3%∗∗∗

Male Female Male Female
n obs 500 542 544 530
transitive prob 99.8% 97.6% 89.5% 79.1%
difference 2.2%∗∗∗ 10.4%∗∗∗

diff indiff diff indiff
n obs 325 219 235 295
transitive prob 96.6% 79.0% 94.5% 66.8%
difference 17.6%∗∗∗ 27.7%∗∗∗

TABLE 6: Preference transitivity difference of human participants and simulated GPT4 agents. In
this table, the “diff” columns report the results conditioned on the subset of human participants
who did not respond with “indifferent” to any of the three preference questions. The “indiff”
columns report the results conditioned on the subset of human participants who responded with
“indifferent” to at least one of the three preference questions.

Combining these two observations, we investigate whether the lower proportion of

female participants with transitive preferences is due to an imbalanced distribution of

participants who respond with at least one “indifferent.” Indeed, we find that 40.3% of

male human participants with at least one indifference, while the proportion for female

participants with at least one indifference is 55.7%. In addition, we observe that condi-

tioning on the human participants did not respond with at least one indifference, males

are still more likely to have transitive preferences than females: 79.0% of men compared to

66.8% of women. Among participants with no “indifferent” responses, the share of tran-

sitive preference orderings is not statistically different between men (96.6%) and women

(94.5%). In both genders, this share is lower than the share of simulated GPT4 agents with

transitive preference.

Overall, we make four observations related to rationality of expressed preference or-

derings:
8Note that no simulated GPT4 agent responded with “indifferent” despite being provided this option.

This is potentially because GPT4 is trained to produce answers that are preferred by human requesters, and
when a human asks GPT4 to make a selection, “indifferent” is usually not a desirable answer.
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1. GPT4 agents almost always have transitive preference orderings over investing in

stocks, bonds, and cash, but human survey participants are less likely to have tran-

sitive preference orderings.

2. The main driver of non-transitive preferences in human survey responders is the

presence of at least one indicated indifference between investment options.

3. There is a gender difference in transitive preferences, whereby men have display

more transitive orderings than women. This is driven by both the frequency of in-

difference (higher in women than in men) and the likelihood of violating transitivity

conditional on having at least one indifferent response (33.2% for women vs. 21.0%

for men).

4. Even among male human participants with no indifferent responses (the group of

huan participants with the highest share of transitive preference orderings), the

share of transitive preference orderings is still lower than that of simulated GPT4

agents, but this difference is smaller in both size and statistical significance (96.6%

vs. 99.8%).

6 Conclusion

We examine how well generative AI (as exemplified by OpenAI’s GPT4) can replicate

human investment preferences, especially across demographics. Algorithmic bias is be-

coming an increasingly important issue with the growing use of machine learning in fi-

nance. For example, Bartlett et al. (2022) showcase the issues in the credit space, and

multiple banks, including Wells Fargo, have been sued for using AI models that led to

discriminatory lending. Our results show a more positive side of AI: in the context of

predicting investment preferences, generative AI does not seem to suffer from systematic

bias and correctly captures heterogeneity across gender, age, and income. Not only are

GPT4-generated ratings of investment options highly correlated with actual survey par-

ticipants’ ratings, but GPT4 also has similar "reasoning"—capturing the main themes in

free-form explanations.

These results have important implications for the financial services industry, espe-

cially the rising prominence of robo-advising in the investment management space (D’Acunto,
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Prabhala and Rossi, 2019; Rossi and Utkus, 2021). Our analysis suggests that the recent

advances in generative AI will enable further growth for these types of automated in-

vestment advice services, correctly capturing heterogeneous preferences across investors

while avoiding some of the pitfalls with more "rational" allocations. This brings two

advantages. First, our results showcase the potential of generative AI to improve and

streamline the tailoring of algorithmic financial advice, reflecting the reasoning and pref-

erences of specific demographic groups. Second, while GPT4-generated responses are

highly correlated with human survey responses, there is one dimension on which they

consistently outperform: while human responses can violate the transitivity axiom, es-

pecially when expressing indifference, GPT4-generated responses are practically always

transitive while reflecting the same general patterns and reasoning.
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Appendix

A Additional Tables

15 most frequent nouns in human responses 15 most frequent nouns in GPT4 responses

Noun Count Noun Count

investment 474 return 1408

money 421 growth 549

return 295 risk 508

way 255 offer 322

risk 220 income 256

value 179 potential 180

inflation 175 investment 169

time 168 lack 132

market 141 liquidity 105

term 123 stability 104

option 106 inflation 94

interest 105 security 79

choice 99 safety 76

lot 98 time 64

rate 85 yield 59
TABLE A1: Top 15 most frequent nouns in GPT4 and human responses after removing stop
words. The ones colored green are characteristics used to describe an investment option.
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High Low
Risk

• potential for high returns,
higher risk.

• This is because of the high
risk involved in this kind of
investment.

• Cash is low risk and allows
the investor to have access to
his/her cash when needed.

• cash investments are low
risk.

Return

• They offer the highest re-
turn on your investment even
with higher risk.

• Stocks have the ability to of-
fer higher gains so I like these
investments.

• low potential for growth.

• Cash is less likely to gain
value.

Knowledge

• I am a financial advisor and I
know how to analyze invest-
ments.

• I have more knowledge
about stocks and therefore
feel more positively towards
them.

• I don’t know anything about
stocks.

• I do not know enough about
the stock market.

Experience

• I’ve found it positive, and
have a had a decent experi-
ence thus far with it.

• I have had good return with
stock investment.

• Too unpredictable and cor-
rupt.

• I hate the stock market.

TABLE A2: This table shows some examples of explanations that received the highest or lowest
projection scores along risk, return, knowledge, and experience dimensions. All of the examples
in the high column are selected from the five highest-rated markings of the corresponding invest-
ment option and the ones in the low column are selected among the five lowest-rated markings of
the corresponding investment option.
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Human Batch 1
Perception of
Complexity
and Accessi-
bility

Emotional
Response

Views on
Market Sta-
bility

Socioeconomic
Considera-
tions

Ethical and
Societal Im-
plications

Human Batch 2
Volatility
Perception

Understanding
and Accessi-
bility

Attitude To-
wards Risk

Perceived
Market In-
tegrity

Influence of
Past Experi-
ences

Human Batch 3
Perception of
Complexity

Volatility and
Stability

Ethical and
Societal Im-
pact

Investment
Approach

Emotional
and Psy-
chological
Experience

GPT4 Batch 1
Volatility and
Predictabil-
ity

Income and
Risk Toler-
ance

Perception
of the Stock
Market

Risk versus
Reward

Emotional
and Psy-
chological
Responses

GPT4 Batch 2
Perception of
Volatility

Income Level
Concerns

Market Pre-
dictability

Time Hori-
zon

Knowledge
and Com-
plexity

GPT4 Batch 3
Volatility and
Stability

Investment
Horizon

Income Con-
siderations

Knowledge
and Com-
plexity

Emotional
Response
and Comfort
Level

TABLE A3: Additional themes from GPT-4 and Human Responses. We collected 3 batches of
5 themes each by using GPT4 agents’ and human participants’ explanations of their ratings of
investing in stocks. More specifically, we asked for 5 themes (not risk and return) that differentiate
low and high ratings.
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B Experimental Instructions

B.1 Human Survey Instructions

Welcome to the survey on investment preferences!
In this quick survey, we are interested in learning your attitudes towards different

investment options.

• You must be at least 18 years old to participate in this survey.

• You will see a series of questions about different investment options, such as stocks
and bonds.

• In each question, please tell us what you think of the presented options. We are
interested in your opinion, not any particular facts about those options.

• There are 6 questions in the survey, and they will take around 3-4 minutes to com-
plete.

• After the main questions, we will also ask about your demographics, such as age
and gender, to see whether different people tend to have different investment pref-
erences.

• In appreciation of your help in this study, you will receive a $1 reward upon the
completion of the entire survey.

We ensure your complete confidentiality in this survey. Your email address will only
be collected for the purposes of sending your reward payment. After that, your email
address will be deleted. No other identifiable information will be collected.

Participation in this survey is entirely voluntary, and you can exit the survey at any
time at your sole discretion. This survey was conducted by Professor Anastassia Fedyk
at UC Berkeley Haas (approved by the CPHS under the protocol ID 2023-02-16039). Pro-
fessor Fedyk can be reached at fedyk@berkeley.edu for any questions.

[Questions about stocks, bonds, and cash—as in the example shown in Figure C1—
appear sequentially, in random order.]

[Questions with comparisons of stocks versus bonds, stocks versus cash, and bonds
versus cash—following the example in Figure C2—with the order of the questions and
the order in which the options are listed within each question both randomized.]

[Demographic questions screen:]
What is your gender? [Options: Male; Female; Non-binary / third gender; Prefer not

to say]
What is your age?
What is your gross annual income?
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B.2 Sample GPT4 Prompt

Imagine you are a male online survey participant who is below 39 years old and above
18 years old with an annual income above 54 thousand. You will be asked to answer
6 questions about your opinion of investment options such as stocks and bonds. For
the first three questions please only answer with one of the following options: very
positive, somewhat positive, neutral, somewhat negative, very negative. For the last
three questions, please answer with one of the four options: stocks, bonds, cash, or
indifferent. Give your answers in the following format:

Answer to question 1: the option you choose.

Explanation: Five to ten words of explanation of your answer.

Answer to question 2: the option you choose.

Explanation: Five to ten words of explanation of your answer.

Answer to question 3: the option you choose.

Explanation: Five to ten words of explanation of your answer.

Answer to question 4: the option you choose.

Explanation: Five to ten words of explanation of your answer.

Answer to question 5: the option you choose.

Explanation: Five to ten words of explanation of your answer.

Answer to question 6: the option you choose.

Explanation: Five to ten words of explanation of your answer.

Finally, report the age, gender, and gross annual income of your imagined identity.
For example:

Age: 20

Gender: Male

Income: 60000.

Question 1: what are your views on investing in bonds?

Question 2: what are your views on investing in stocks?

Question 3: what are your views on investing in cash?

Question 4: which investment do you prefer? Stocks or cash?

Question 5: which investment do you prefer? Bonds or stocks?

Question 6: which investment do you prefer? Bonds or cash?

Correspondingly, a sample answer is
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Answer to question 1: somewhat positive. Explanation: Bonds provide stable income.

Answer to question 2: very positive. Explanation: Stocks have high return potential.

Answer to question 3: neutral. Explanation: Cash has no growth potential.

Answer to question 4: stocks. Explanation: Stocks offer greater returns.

Answer to question 5: stocks. Explanation: Preference for higher return potential.

Answer to question 6: bonds. Explanation: Bonds are more secure than cash.

Age: 27 Gender: Male Income: 57000

Figure C1: Screenshot of a single-rating question from the human survey.
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Figure C2: Screenshot of a relative-comparison question from the human survey.

C Supplemental discussions

C.1 Proof of proposition 1

Proposition:
Let a ∈ {stocks, bonds, indifferent}, b ∈ {stocks, cash, indifferent}, and c ∈ {cash, bonds, indifferent}

be the three responses provided by a survey participant to the three relative-preference
questions. The participant’s preference ordering satisfies transitivity if and only if the
following conditions are met:

1. If a, b, c , indifferent, exactly one of the following must be true a = b or b = c or
a = c.

2. If a = indifferent, then either b = c or b, c ∈ {stocks, bonds}.

3. If b = indifferent, then either a = c or a, c ∈ {cash, stocks}.

4. If c = indifferent, then either a = b or a, b ∈ {cash, bonds}.

Proof:
We first show that when any of the conditions listed above are satisfied, we have a

transitive preference relation.
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When condition 1 is satisfied, without loss of generality, assume a = b = stocks, we
have stocks ≻ bonds and stocks ≻ cash. Therefore, depending on the preference relation
between bonds and cash, we either have stocks ≻ cash ≻ bonds or stocks ≻ bonds ≻
cash. In both cases, the overall preference ordering is transitive.

When condition 2 is satisfied, if b = c = indifferent, all three options are indifferent,
and the preference relation is transitive. If b = c = cash, the preference relation is cash ≻
stocks ∼ cash, which is also transitive. If b = stocks and c = bonds, the preference
relation is stocks ∼ bonds ≻ cash, which is also transitive.

Conditions 3 and 4 are similar to condition 2, and any preference relation under either
of these two conditions is also transitive.

Next, we show that if we have a transitive preference ordering among the three in-
vestment options, one of the conditions listed above must be satisfied.

First, assume there is no indifference in the preference relation, there must exist exactly
one option that is strictly preferred over the other two. Therefore, we must have either
a = b or b = c or a = c.

Then, assume there is only one indifference in the preference relation, the two options
that are indifferent must either both be strictly preferred over the third option or strictly
less preferred than the third option. If they are both preferred over the third option, we
have either b = stocks and c = bonds (when a = indifferent), a = stocks and c = cash
(when b = indifferent), or a = bonds and b = cash (when c = indifferent). If the third
option is preferred over both of the indifferent options, we have either b = c = cash
(when a = indifferent), a = c = bonds (when b = indifferent), or a = b = stocks (when
c = indifferent).

C.2 Introduction to neural networks

We start by discussing a simple neural network: a one-hidden-layer linear neural net-
work.9 This network is defined by three dimensions: input dimension dimin, hidden
dimension dimh, and output dimension dimout.

There are two mappings in this one hidden layer network. The first is the mapping
from the input space to the hidden space. Mathematically, let the input data be X

H = f1(X) = XW1 + B1,

. Then the hidden space H can be represented as where W1 and B1 are trainable matrices

9This introduction of neural networks and the self-attention mechanism are based on the discussion in
Hochberg et al. (2023).
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of parameters.
The second function maps from the hidden space H to the output space Y:

Y = f2(H) = f2( f1(X)) = (XW1 + B1)W2 + B2,

= XW1W2 + B1W2 + B2,

where W2 and B2 are trainable matrices of parameters.

X11 X13X12

H11 H12

Y11

Input

First Linear Mapping

Nonlinear Activation

Second Linear Mapping

Output

Figure B1: Diagram of a one-hidden-layer neural network with a nonlinear activation
function. The top blue circles are the inputs, which, in the case of this figure, are three-
dimensional vectors. The green circles in the middle are the nodes in the hidden layer,
and the violet circle on the bottom is the output.

As shown in Figure B1, this simple linear network can be generalized by adding a
nonlinear activation function g(·). When we apply the activation function to the first
mapping, the output of the first mapping (the hidden space) becomes

H = g( f1(X)) = g(XW1 + B1).

Similarly, we can apply a nonlinear activation function after any mapping to add nonlin-
earity to a linear transformation, allowing neural networks to more flexibly fit any relation
between the input X and output Y.
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C.3 Introduction to GPT4

In this section, we introduce the different components of GPT4. We first introduce the
decoder architecture, which is a superset of models that include the GPT family, then we
introduce the self-attention mechanism which allows GPT4 to be aware of the context
when generating new words, next we discuss the pre-training steps of the base model
of GPT4,and lastly, we describe the improvement of GPT4 (and 3.5) compared to earlier
GPT models.

C.3.1 Decoder

The original Transformer architecture was designed for tasks like machine translation,
employing both an encoder and a decoder. In the example of a transformer-based transla-
tion algorithm, the encoder produces a numerical representation of the input up to token
t + 1 where the (t + 1)th token is the next one to be translated, and the decoder takes the
encoder’s output and a numerical representation of the t words that have been translated
so far to predict the translation of the (t + 1)th word. However, GPT uses a variant of the
Transformer architecture with only the decoder component. This means it focuses solely
on a numerical presentation of the text that has been generated and tries to predict the
next token, making it suitable for tasks like text completion and text generation.

The decoder contains four major components: positional encoding, self-attention lay-
ers, position-wise feed-forward networks, and layer normalization and residual connec-
tions. We briefly describe each of them and then elaborate on the self-attention layer
because it is the main driving force of the model.

In the architecture of Generative Pre-trained Transformer (GPT) models, positional
encoding is a critical component that provides information about the position of tokens
in a sequence. Since the Transformer architecture does not inherently consider the order
of tokens, positional encoding helps the model distinguish between tokens based on their
position.

Positional encoding involves adding fixed-length vectors to the input embeddings of
tokens before feeding them into the model. These positional embeddings encode infor-
mation about the position of each token relative to others in the sequence. GPT uses
sinusoidal functions to produce positional embeddings.
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PE(pos,2i) = sin
( pos

100002i/dmodel

)
PE(pos,2i+1) = cos

( pos
100002i/dmodel

)
,

where PE(pos,2i) are the positional embeddings of tokens at even positions, PE(pos,2i+1) are
the positional embeddings of tokens at odd positions, and dmodel is the dimensionality of
the embeddings (1,536-dimensional for GPT)

The positional encoding vectors are added to the input embeddings of tokens, inject-
ing positional information into the model’s input representation. By incorporating posi-
tional encoding, GPT ensures that the model can differentiate between tokens based on
their position, allowing it to capture sequential dependencies effectively.

In addition, the decoder comprises multiple layers of self-attention mechanisms. Each
layer processes the input sequence independently and captures dependencies within the
sequence. The self-attention mechanism allows the model to assign different weights to
each token based on its relevance to other tokens in the sequence, enabling it to under-
stand the context and generate text accordingly.

Following the self-attention layers, each position in the sequence passes through a
position-wise feedforward neural network. This network consists of multiple fully con-
nected layers with non-linear activation functions, enabling the model to capture complex
patterns in the data. The position-wise feedforward networks help refine the representa-
tion of each token in the sequence, incorporating both local and global context informa-
tion.

Furthermore, to stabilize training and facilitate the flow of gradients, GPT incorpo-
rates layer normalization and residual connections after each self-attention layer and
position-wise feedforward network. Layer normalization normalizes the activations of
each layer, reducing internal covariate shifts and improving the training stability. Resid-
ual connections allow gradients to flow directly through the network, mitigating the van-
ishing or exploding gradient problem commonly encountered in deep neural networks.

C.3.2 Self-attention

The goal of self-attention is to create a numerical embedding for each piece of text, and
this embedding is created to respect each token’s contextual relation with all of the tokens
in the text. More specifically, the raw input to the attention mechanism is a piece of text
T. Then, this text is broken into sub-word tokens in a parsing process called tokenization.
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This set of tokens are pre-defined such that a relatively limited number of tokens can be
combined to represent a large amount of unique words. For example, the prefix "un" is a
token in many models because it has the meaning of negation when combined with many
other sub-word tokens, suh as “happy.” Many other tokens capture short and common
words like “and.”

After tokenization, each token is assigned a naive embedding that combines a repre-
sentation of the meaning of the word and the position of the word in the whole text. The
result is a set of naive embeddings

EMB0 = [[BOS], t1, ..., tN, [EOS]]

where ti is the embeddings for token i, “[BOS]” (beginning of sentence) is a special token
that is used to denote the start of a sentence, and “[EOS]” (ending of sentence) is a special
token denoting the end of a sentence.

Figure B2: Diagram of a multi-head attention layer

As shown in Figure B2, a multi-head self-attention layer takes in an embedding and
outputs another embedding. The input embedding is passed through three linear map-
pings in parallel to form three matrices: the key matrix, the query matrix, and the value
matrix.

Q = EMB0WQ

K = EMB0WK
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V = EMB0WV

where Q, K, and V are trainable parameter matrices. Then for each query, a cosine sim-
ilarity score is computed between this query and all of the keys, including itself. Then,
the value of the token is represented as a linear combination of all of the values of to-
kens in this piece of text. The weights in the linear combination are the cosine similarities
between queries and keys. Mathematically, we have

Attention(EMB0) = softmax(QKT)V

For GPT models specifically, the attention is often calculated as

Attention(EMB0) = softmax
(

QKT
√

dk

)
V

where dk is a scaling factor equal to the number of columns of K. To improve represen-
tation capacity, the input embeddings EMB0 are often broken into multiple equal-sized
sub-vectors. The attention is computed for each sub-vector independently and concate-
nated to output a multi-head attention of the input embedding. In addition, this attention
procedure is often repeated many times where the output of the (i − 1)th attention is nor-
malized and combined with the input of the (i − 1)th attention to act as the input to the
ith attention. In the case of GPT4, each embedding is 1,536-dimensional.

C.3.3 Pre-training

GPT is trained on the autoregressive language modeling task. Autoregressive language
modeling revolves around predicting the next token in a sequence given its preceding
context. Mathematically, this can be represented as maximizing the log-likelihood of ob-
serving the next token xi+1 given the preceding tokens x1, x2, ..., xi and the model param-
eters θ. This can be formulated as:

Lpretrain(θ) =
n−1

∑
i=1

log P(xi+1|x1, x2, ..., xi; θ)

where Lpretrain(θ) is the training objective, and θ represents the parameters of the model.
In essence, the autoregressive language modeling objective encourages the model to

capture the intricate patterns and dependencies present in the language. By learning to
predict the next token based on its context, GPT effectively internalizes syntactic and se-
mantic structures, learning to generate text that adheres to grammatical rules and main-
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tains coherence. Moreover, the autoregressive nature of the training procedure inherently
encourages the model to capture long-range dependencies in text, ensuring that it can
contextualize information across a wide span of tokens.

Through backpropagation and gradient descent, the model learns to adjust its param-
eters to minimize the negative log-likelihood of observing the next token in the sequence
and gradually enhances its ability to capture nuanced linguistic patterns and generate
text that is coherent and contextually appropriate. The following list shows some of the
sources used to conduct pretraining for the base model for GPT4:

1. Common Crawl: A vast dataset containing web pages collected from the Internet,
providing a wide variety of text data.

2. Wikipedia: Wikipedia articles from various languages and domains, offering struc-
tured and comprehensive information across a multitude of themes.

3. BooksCorpus: A collection of books covering different genres and authors, allow-
ing the model to learn from literary works and fictional narratives.

C.3.4 Reinforcement Learning with Human Feedback (RLHF)

GPT4 leverages reinforcement learning with human feedback to improve its text-generation
capabilities. In this framework, GPT4 generates text samples, and these samples are then
evaluated by human judges or annotators. The human feedback serves as a reward signal
for the model.

Formally, let S represent the set of all possible text samples that GPT4 can generate.
The model generates text samples according to its current policy πθ, parameterized by θ.
Each generated sample s ∈ S is evaluated by human judges, yielding a feedback signal
r(s), where r(s) indicates the desirability of the generated text.

The goal of GPT4 is to learn an optimal policy πθ that maximizes the expected cumula-
tive reward over the distribution of text samples. This can be formulated as the following
optimization problem:

max
θ

Es∼πθ
[r(s)]

where Es∼πθ
[r(s)] represents the expected reward over the distribution of text samples

generated by the model.
To optimize the policy, GPT4 employs a policy gradient method to update the model’s

parameters θ based on the received human feedback, aiming to increase the likelihood of
generating high-quality text samples in the future.
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Overall, reinforcement learning with human feedback enables GPT4 to iteratively im-
prove its text generation capabilities by learning from the evaluations of human judges.

C.4 Definition of correlation coefficients

• Pearson Correlation Coefficient

Formula:

rxy =
∑n

i=1(xi − x̄)(yi − ȳ)√
∑n

i=1(xi − x̄)2 ∑n
i=1(yi − ȳ)2

.

The Pearson correlation coefficient measures the linear relationship between two
continuous variables. The formula calculates the covariance of the variables nor-
malized by the product of their standard deviations. The correlation coefficient rxy

ranges from -1 to 1, where r = 1 indicates a perfect positive correlation, r = −1
indicates a perfect negative correlation, and r = 0 indicates no correlation. When r
is close to 1 or -1, it suggests a strong correlation between the variables.

• Spearman’s Correlation Coefficient

Formula:

ρ = 1 −
6 ∑ d2

i
n(n2 − 1)

.

Spearman’s rank correlation coefficient assesses the monotonicity of the relationship
between two variables. The formula computes the differences between the ranks
of corresponding data points, squares them, sums them up, and normalizes the
result. The coefficient ρ ranges from -1 to 1, where ρ = 1 indicates a perfect positive
correlation, ρ = −1 indicates a perfect negative correlation, and ρ = 0 indicates no
correlation.

• Kendall’s Correlation Coefficient

Formula:

τ =
(number of concordant pairs)− (number of discordant pairs)

1
2 n(n − 1)

.
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Similar to Spearman’s coefficient, Kendall’s correlation coefficient also evaluates the
ordinal (rank) association between two variables. It counts the number of concor-
dant and discordant pairs of observations and normalizes them. A concordant pair
refers to a pair of observations where the ranks are in the same order for both vari-
ables. That is, if in the first variable, X has a higher rank than Y, and in the second
variable, X also has a higher rank than Y, then this pair is considered concordant. A
discordant pair is the opposite. The coefficient τ ranges from -1 to 1, where τ = 1
indicates perfect agreement between the rankings, τ = −1 indicates perfect dis-
agreement between the rankings, and τ = 0 indicates no association between the
rankings.

D Analysis of explanations of cash and bonds ratings

In this section, we use GPT4 to extract themes beyond risk and return in the explanations
of ratings of cash and bonds, analogous to the analysis conducted in Section 4.3 for stocks.
We leverage GPT4’s summarization capabilities to extract five themes that differentiate
explanations of positive ratings (> 3) versus negative ratings (< 3). For each asset class,
we repeat this process three times and consider themes that consistently appear across
different runs of the summarization procedure.

D.1 Investing in bonds

The major common theme discovered in explanations bond ratings is the level of “knowl-
edge” and unnderstanding about financial markets (financial literacy). Similar to Section
4.3, we use the difference between the embeddings of the following two sentences as the
axis which represents the level of knowledge about the bond market:

• I am very knowledgeable about the bond market.

• I do not know anything about the bond market.

As shown in Figure B3, the distributions of the embeddings of human and GPT4-
generated responses both have three humps. Therefore, we use a mixture of three Gaus-
sian distributions to cluster the responses. The human distribution contains two negative
clusters (centered at -0.05 and -0.02) and one mildly positive cluster (centered at 0.01).
The GPT4 distribution contains one negative cluster (centered at -0.02), one neutral clus-
ter (centered at -0.004), and one positive cluster (centered at 0.01).
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Figure B3: The density of human and GPT4-generated responses’ relevance to having a
high amount of knowledge about the bond market. The blue density plot represents the
human data, and the yellow plot represents the GPT4-generated data. The continuous
vertical lines mark the centers of the three clusters of human responses, and the dotted
vertical lines represent the centers of the three clusters of GPT4-generated data.

Table A4 shows the demographic variations associated with differences in agents’
knowledge about the bond market. Older, male, and higher-income human participants
tend to be more knowledgeable about the bond market (significant at the 5% level). Sim-
ilarly, older and higher-income GPT4 agents have a better understanding of the bond
market. The one disagreement between GPT4-generated data and actual human survey
data is the role of gender: while human men expess significantly more knowledge about
the bond market than women, simulated GPT4 agents tend to express greater knowledge
about the bonds market when they are female, although this difference is only marginally
significant (at the 10% level).

D.2 Keeping cash

Next, we analyze the themes of the explanations corresponding to positive versus neg-
ative attitudes towards holding cash. We find that the most consistent theme in these
responses, outside of risk and return, is “accessibility," or the convenience benefits of
holding cash, including its ready liquidity. Some individuals rate cash highly because
money is readily accessible at any time. We construct the accessibility dimension using
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Dependent variable:

Knowledge about the bond market (cluster label)

Human GPT4

age 0.004∗∗ 0.011∗∗∗

(0.002) (0.004)

gender −0.269∗∗∗ 0.087∗

(0.048) (0.048)

income 0.003∗∗∗ 0.041∗∗∗

(0.001) (0.006)

Observations 1,074 1,042
R2 0.054 0.058
Adjusted R2 0.051 0.055
Residual Std. Error 0.791 (df = 1070) 0.768 (df = 1038)
F Statistic 20.391∗∗∗ (df = 3; 1070) 21.118∗∗∗ (df = 3; 1038)

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
TABLE A4: This table shows the correlations between age, gender, and income and human par-
ticipants’ (GPT4 agents’) knowledge about the bond market. Income is scaled in thousands of
dollars.

the following sentences:

• I like the high level of accessibility of cash.

• I do not care about the level of accessibility of cash.

As shown in figure B4, the distributions of the embeddings of human and GPT4 expla-
nations both have two humps. Therefore, we use a mixture of two Gaussian distributions
to cluster the responses. The human distribution contains one positive cluster (centered
at 0.04) and one nearly neutral cluster (centered at 0.0002 and containing 58% of the par-
ticipants). The GPT4 distribution also contains one positive cluster (centered at 0.05) and
one nearly neutral cluster (centered at 0.02 and containing 79% of the simulated GPT4
agents).

Table A5 shows the demographic variations associated with differences in agents’
level of consideration of the high accessibility of cash. Older and lower-income GPT4
agents care more about the high accessibility of cash. However, human participants do
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Figure B4: The density of the relevance of human and GPT4-generated explanations of
cash ratings to caring about the high accessibility of cash. The blue density plot represents
the human data, and the yellow plot represents the GPT4-generated data. The continuous
vertical lines mark the centers of the two clusters of human responses, and the dotted
vertical lines represent the centers of the two clusters of GPT4-generated data.

not show strong demographic differences in terms of the importance assigned to accessi-
bility of cash.
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Dependent variable:

Caring about the accessibility of cash (cluster label)

Human GPT4

age 0.001 0.007∗∗∗

(0.001) (0.002)

gender −0.010 0.039
(0.030) (0.026)

income −0.00004 −0.022∗∗∗

(0.0004) (0.003)

Observations 1,074 1,042
R2 0.001 0.056
Adjusted R2 −0.002 0.053
Residual Std. Error 0.492 (df = 1070) 0.406 (df = 1038)
F Statistic 0.432 (df = 3; 1070) 20.364∗∗∗ (df = 3; 1038)

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
TABLE A5: This table shows the correlations between age, gender, and income and human par-
ticipants’ (GPT4 agents’) level of consideration of the high accessibility of cash. Income is scaled
in thousands of dollars.
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